Performance

*High latency*

Latency refers to the disconnect between the time when an event is set to start and the time it actually starts. Usually, the delay is a result of one bottleneck operation. Latency is a factor in many areas in a system. Network latency refers to the delay in communication between different components of a network. For example, two computers communicating over the internet may experience a delay as the data is sent from one computer to the other. Disk latency refers to the delay from when information is requested from the disk to when it is received. There are many other types of latency as well.

*Inefficient disk access*

During runtime, the system frequently needs to access the hard disk in order to obtain information that is not currently being stored on RAM. Additionally, part of the data stored in RAM will need to be written to the disk when this happens, because more room will be needed in the RAM. Moving the read/write head to the correct location is the most time-consuming part of this operation. Because RAM access does not feature any moving parts, these types of accesses are much more efficient than disk accesses. Obviously, the CPU should try to minimize disk accesses in order to save time. When the system performs inefficient disk accesses, it is performing more disk accesses than are necessary for an efficient system.

*Software aging*

Software aging refers to the phenomenon that sometimes occurs where the longer a piece of software runs, the more problems it encounters. The software will initially run with no issues, but will run into issues as time progresses. Software aging is a problem that is difficult to diagnose and explain, due to the fact that it can have many different causes, and these causes take some time to reveal themselves.

Security

*Buffer overflow (or Stack buffer overflow)*

A buffer overflow can occur when the system attempts to write more data to a buffer than the buffer can hold. The extra data gets spilled over and overwrites adjacent memory addresses. This can cause memory access errors and crashes. Additionally, attackers can use this method to inject code into a program, which is a huge security issue. Buffer overflow is also a form of stack corruption.

*Buffer overread*

A buffer overread is very similar to a buffer overflow, except it occurs during the read operation. The receiver attempts to read more data from the buffer than the buffer can hold. If the buffer boundary checking contains loopholes, then the data in the memory addresses adjacent to the buffer will also be read. This is an issue because it can be used to leak confidential information.

*Dangling pointer*

A dangling pointer is a pointer which no longer points to the correct data in memory. The data it pointed to was deallocated while the pointer was allowed to remain existing. This type of error would be difficult to exploit. However, it could be used in a manner similar to a buffer overflow. It also reduces the software quality because it can make the program unstable.

*Stack corruption*

This type of security issue occurs when some locations of memory on the stack get overwritten with new data. There are multiple causes for this phenomenon, including a buffer overflow. It can cause software to do unpredictable or unexpected things, meaning that it is a security issue when it occurs in programs.

Memory

*Memory leak*

A memory leak refers to the phenomenon where memory that is no longer needed is not released to make room for more data. Eventually, the program runs out of memory. Because they are a problem that builds up over time, memory leaks are a common cause for software aging. Memory leaks are a problem because it can be difficult to detect their source and they are a severe waste of resources.

*Fragmentation (internal, external)*

Fragmentation occurs when space in memory is wasted because data in memory does not occupy adjacent spaces. This is both an inefficient use of storage space as well as a cause for higher disk latency, because it can force files to be stored in an incontiguous location in memory, causing more read operations to be necessary. Internal fragmentation occurs when extra memory is allocated where it is not needed. This leads to a space in memory that is not being used. External fragmentation occurs when there is enough memory for the required task, but it is not contiguous. As mentioned above, this can lead to performance issues like inefficient disk accesses.

*Unreachable memory*

Unreachable memory is very closely connected with a memory leak and happens when all references to a particular point in memory are deleted. Most languages will reclaim memory that has become unreachable, referred to as garbage collection. However, unreachable memory that is not reclaimed will lead to a memory leak.

Scheduling

*Starvation*

When the CPU is scheduled poorly, certain processes never get CPU time. Therefore, they never get finished. A process that does not get enough CPU time to finish is said to be starved. Starvation is a problem because processes that are starved hold on to valuable resources and may be required to be completed before other processes can be started. Starvation can be caused by an inappropriate priority scheduling technique, where lower value processes are always blocked by higher value processes.

Synchronization

*ABA problem*

The ABA problem refers to a synchronization problem where communication between two synchronous processes is confused. Let’s say process one is in state A when process two checks it. Next, process one switches to state B and back to state A before process two checks it again. Process one has changed states, but process two does not realize it. This is the ABA problem. If it goes unchecked, it can create race conditions.

*Deadlock (& livelock)*

A deadlock refers to a scenario where every process in a group is waiting for another process in the group to release a resource. In this situation, no process can continue and will just wait for its resources forever, unless the problem is fixed. Obviously, this is a major problem for the system. There are many different situations that can lead to a deadlock.

A livelock is similar to a deadlock in that it is a situation where the system cannot make any progress. In a livelock, however, all processes are not waiting for another process to release a resource. Instead, the system is stuck in an infinite loop where they repeat the same actions over and over again in response to changes made by other processes stuck in the livelock.

*Producer-consumer problem*

The producer-consumer problem really is concerned with the idea of the critical section of code. In the case of the producer-consumer problem, the critical section is the buffer that the producer is writing to and the consumer is reading from. The two should not both try to access the buffer at the same time because it will lead to unpredictable results. This is a common example of a race condition.

*Race condition*

The race condition can occur when the outcome of a task is determined by the order in which multiple processes complete their portion of the task. If this is the case, the order that the processes complete their operations must be set beforehand, otherwise a race condition will occur.

*Lock contention*

Lock contention happens when two processes attempt to access the same lock. Only one is able to access the lock at one time. Because of this, in a concurrent system where locks are implemented poorly, all possible benefits of parallelism will be removed and the system will have poor performance.